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Definition
NUMA is the acronym for Non-Uniform Memory Access. A NUMA cache is a cache memory in which the access time is not uniform but depends on the position of the involved block inside the cache. Among NUMA caches, it possible to distinguish: (1) the NUCA (Non-Uniform Cache Access) architectures, in which the memory space is deeply sub-banked, and the access latency depends on which sub-bank is accessed; and (2) the shared and distributed cache of a tiled Chip Multiprocessor (CMP), in which the latency depends on which cache slice has to be accessed.

Discussion
Introduction
For the past decades, microprocessors' overall performance has been improved thanks to the continuous reduction of transistor size obtained in silicon fabrication technology. This scaling contributed in both (1) allowing designers to put on a chip more and more transistors, and thus to implement on the same die more and more complex microarchitectures, up to arrive to single Chip Multiprocessor (CMP) systems, and (2) increasing processors' clock frequencies.

As the memory bandwidth requirements of cores have increased as well, the increased number of on-chip transistors has also been used to integrate on the same die deeper and larger memory hierarchies. However, reducing feature sizes has also introduced the wire-delay problem: sizes of on-chip wires have been also reduced, resulting in larger delay for signals propagation [1]. In particular, considering a huge traditional on-chip cache, the wire delay and the increase of clock frequency lead to an increase of the latency experienced on each access. The bulk of access time involves signals' routing to and from cache banks and not the bank access themselves. Exploiting a non-uniform access time for on-chip caches is a viable solution to the wire-delay problem.

By allowing non-uniform access time also to cache memories, it is possible to design a cache based on independently accessible banks, connected via a scalable connection fabrics, typically a Network-on-Chip (NoC) [2, 4, 5], in which the access latency is proportional to the physical distance between the requesting unit and the accessed bank. This organization is called NUCA (Fig. 1b and c): banks close to the requesting unit can be accessed faster than a traditional monolithic cache. If the cache management policies succeed in keeping the most performance impacting blocks in such banks, the overall performance will be boosted. NUCA architectures have been proposed for both single-core [2, 3, 6] and multi-core [4, 5, 7–13] environments.

Needs for scalability in CMP designs has lead to the design of CMP tiled systems that are composed by many identical nodes, called tiles. Each tile is composed by one cpu, its private cache levels, and the LLC. Nodes are typically connected through a NoC. In these systems, the LLCs can be used as a globally shared cache, the LLC inside each node being a slice of the whole cache. Hence, the access time depends on respective position of the requesting node and of the memory slice involved in the access, and this results in an non uniform access time. Those systems results to be implicitly NUMA caches as a consequence of their tiled architecture, differently from NUCA architectures whose design explicitly focuses on the non-uniformity in access time in order to tolerate the wire-delay effects.
**NUMA Caches.** Fig. 1 Examples of systems adopting a traditional sub-banked UCA cache (a) and a NUCA cache (b and c). In all the designs the memory space is partitioned in 128 banks (white squares in the picture). UCA adopts the H-Tree connection model, while NUCA use a network on chip made up of routers (black circles in the picture) and links. In this way, each bank is independently accessible from the others and the access latency of a block that is in a close to the controller bank (b) is lower than access latency that is in a far bank (c)
NUMA Caches in the Single-Core Environment: NUCA

In a traditionally organized cache, each bank is connected to the controller via a fixed length path, usually organized according to the H-Treemodel (Fig. 1a). Thus, in a wire delay–dominated context, the access latency of each bank is dominated by the constant length of the path followed by control and data signals, and it is independent from the physical position of the bank. This organization is referred as UCA (Uniform Cache Access) as its access time is uniform.

The basic idea of NUCA, first proposed by Kim et al. [2], is to design the cache so that banks are connected among them and with the controller via a connection fabric, typically a NoC. Figure 1b and c show a system equipped with a Level 2 NUCA, partitioned in 128 independent banks, connected with a partial 2-D mesh NoC.

The adoption of a NoC allows to access each bank independently from the others. In particular, in a NUCA, there is a different access latency for each bank depending on its physical distance from the controller. Being in a wire delay–dominated environment, the signal propagation delay dominates overall access latency. Hence banks that are closer to the controller (Fig. 1b) can be accessed faster than the others that are farther (Fig. 1c). As a consequence, the access time is not uniform as it is proportional to the physical distance to be traversed by signals. This architectural design is complemented by data management policies that maintain critical blocks in faster banks. This allows better performance with respect to UCA architectures by obtaining a lower average cache access latency, thus hiding wire-delay effects.

Data Management Policies: S-NUCA and D-NUCA

When designing a NUCA, one of the main choices is related to the mapping rule that dictates which bank can hold each block. The simplest mapping rule is the static mapping: a block can exclusively reside in a single predetermined bank, basing on its memory address. A NUCA cache adopting the static mapping is called Static NUCA (S-NUCA). An alternative rule is the dynamic mapping: a block can be hosted in a set of banks, called bankset, and can be moved inside the bankset. A NUCA cache adopting the dynamic mapping is called Dynamic NUCA (D-NUCA) [2].

S-NUCA

In an S-NUCA made up of N banks, the bank to be accessed is select basing on the value of log(N) bits of the address. Proposed policies for static mapping are sequential mapping, which uses the most significant bits of the index field of the physical address, and the interleaved mapping, which uses the low-order bits of the same field in order to distribute among different banks blocks that are memory contiguous, thus reducing bank contentions.

When searching for a block, the controller injects into the NoC, a request that will be delivered to the pertaining bank. If the block is present, i.e., the cache access results in a hit, the bank sends it to the controller. If the block is not present, i.e., there is a miss, the block is retrieved from the main memory, stored in the cache bank, and then delivered to satisfy the request.

Despite the simple design and management policies, an S-NUCA usually exhibits lower-average access latencies with respect to traditional UCA caches. However, as the data mapping doesn’t take into account the data frequency usage, it may happen that more frequently used data are mapped in banks that are far from the controller, thus resulting in higher access latencies and poor performances.

D-NUCA

In a D-NUCA, banks are grouped into banksets, and each block can be stored in any of the banks that belong to the pertaining bankset: for example, in the systems of Fig. 1b and c, a bankset could be made up of all banks belonging to the same row. The bankset is chosen basing on the address of the block itself, using log(number of bankset) bits of the index field, adopting either the sequential or the interleaved mapping. Blocks can move from one bank to another of the same bankset thanks to the block migration mechanism. Migrating most frequently used data from farthest banks to closest banks allows to reduce the average access latency, and thus to achieve better performance with respect to S-NUCA.

The three main topics in designing a D-NUCA are:

- Bank Mapping: how to map bankset to physical banks?
**Bank Mapping**

The bank mapping policy of a D-NUCA dictates how to group the available physical banks into banksets. Many different policies can be adopted, each offering a different trade-off in terms of implementation complexity and fairness among the various banksets of the latency distribution. Proposed mapping policies are [2]: (1) simple mapping, (2) fair mapping, and (3) shared mapping.

The simple mapping (Fig. 2a) maps a bankset to all the banks belonging to the same row. Such policy is simple to be implemented, but there are very different access latencies between banksets that are mapped to the central rows of the cache and those that are mapped in the other rows; to access them, a longer network path along the vertical direction must be traversed. In the fair mapping (Fig. 2b), this is avoided at the cost of additional complexity: the banks are allocated to banksets so that the average access times to each bankset are equalized. In the shared mapping (Fig. 2c), the banksets share the banks closest to the controller so that a fast bank-access is provided to all the sets.

**Data Search**

When the search is performed, all the banks of the bankset that can contain a referred block must be searched. The controller injects in the network a request that will be delivered to all the pertaining banks. Each bank performs a search inside itself. If all the banks miss the searched block, then there is a cache miss, and the block must be retrieved by the next level in the hierarchy memory. Alternatively, one bank contains the searched block, there is a cache hit, and the block is sent to the controller.

Examples of proposed search policies for D-NUCA caches are multicast search and incremental search [2]. In the multicast search, the request is delivered in parallel to all the possible banks, and each of them starts the search as soon as possible. Figure 3 shows an example of memory operation in a D-NUCA adopting the simple mapping scheme and the multicast search. As opposite, in the incremental search, the banks of a set are sequentially searched from the closest to the farthest. The delivery of the request to each bank is performed only if the previous bank has missed the block. In such a way, the number of bank accesses and the associated energy consumption are reduced at the cost of an increase of the operation total latency.

Other solutions have been proposed [5] mixing the two techniques: the banks of one bankset are divided in two or more groups; inside each group the multicast search is adopted, while the various groups are searched incrementally.
Data Movement and Replacement

Basing on the locality principle, chances there are that, when a block is referred, it will be referred again in a short time. So when a block is accessed, it makes sense to move it in another bank of the bankset that is closer to the controller. This movement is called data promotion [2].

An ideally desirable policy would be to use LRU ordering to order the blocks in the banksets, with the closest bank holding the MRU block, second closest holding second most-recently used, etc. Maintaining this ordering would require a heavy block redistribution among banks on each access, with consequent impact on network traffic and energy consumption.

For this reason, more practical low-impact policies are employed usually based on generational promotions [2] of blocks basing on their access pattern. For example, in the D-NUCA cache of Fig. 1c on every hit, the accessed block is moved in the left direction by one bank. In such a way, the next access to the same block will incur a lower latency. This migration policy is called per-hit promotion.

More generally, designing a generational data promotion, in the case of a D-NUCA, requires the definition of three elements: the promotion trigger (number of hits after which a promotion must be triggered), the promotion distance (number of banks that the promoting block must be advanced), and the initial placement of a new block after a cache miss.

Another important design decision involves what to do with the block that, in the new bank, is eventually occupying the line in which a promoting block must be inserted. Basic choices for this design issue are the demotion of the block in the bank previously hosting the promoted block or its eviction from the cache. Demotion requires more bank accesses and network traffic.
than eviction; however, the latter affects performance as it evicts blocks without taking into account their actual usefulness.

Different choices result in different power, network traffic, and performance trade-off; however, the majority of the proposed D-NUCA designs [4–6, 8–10] adopt the per-hit promotion (i.e., one hit as promotion trigger and one bank as promotion distance) and insert new block in the farther from the controller bank. Increasing the value of promotion trigger has been shown to affect performances too much as it limits the promotion of newly loaded data that, basing on the temporal locality principle, are likely to be requested at the next accesses. At the same time, increasing the promotion distance involves the rapid demotion of data that, because of the spatial locality principle, may be needed again in the next future. Using different insertion point for newly loaded data means evicting from the cache blocks that are still useful as they occupy banks that are close to the controller.

NUMA Caches in the CMP Environment

The increase in the number of available on-chip transistors and the demand for increasing performance have driven the design of CMP systems that include more elaborating cores and a multilevel cache memory hierarchy in a single die. The adoption of a large on-chip multilevel cache allows to guarantee fast memory access to each core.

CMP caches are usually organized in two or more levels in which the Last-Level-Cache (LLC) can be shared among all on-chip cores, while all the other levels are private for each core. As the LLC is usually quite large, it is likely to be affected by the wire-delay problem. For this reason, a CMP system can adopt a shared NUMA cache as its LLC [4, 5, 8–10].

System Topologies

Taking into account the respective position of cache banks and cpus, CMP systems can be classified in two main topology families: dancehall and tiled.

In the dancehall, the shared LLC cache is concentrated in an area of the chip, while cpus stay at one or more sides of the cache. Taking into account a NUCA LLC CMP [4, 5, 7–10, 12], cpus and cache banks are all connected via a NoC (or any other connection fabric), resulting in a NUCA design similarly to the single core case. Figure 4a shows an example of dancehall CMP in which cpus are plugged to the same side of the NUCA. Variations of this simple configuration have half of the cpus plugged at one side of the shared NUCA, and the others plugged to the opposite side (Fig. 4b), or all the cores distributed along all the sides of the banks matrix [5].

The tiled topology, as shown in Fig. 5, is composed by many identical nodes, called tiles. Each tile is composed by one cpu, its private cache levels, and a LLC that can be used as a private cache or as a local slice of a globally shared LLC [11–13]. In the last case, the access time to the shared LLC depends on the position of both the requesting node and the looked-up LLC slice. In particular, for a core, an access to a remote slice will result in greater latency, with respect to an access to the local slice, due to network paths that vary with the physical distance from the local to the remote tile.

When designing a CMP system, choosing between such two families of topology represents a trade-off between performance and scalability. The three main components of the NUMA access time are: (1) the number of NoC hops to be traversed to reach the hosting bank, (2) the latency of each hop, and (3) the access time to the banks that stores the block. Hence, if the bank to be accessed is small and close to the requesting node, the access latency will be limited. If the interested bank is huge and far from the requesting node, the cost of the cache access will increase proportionally to the number of hops to be traversed.

Adopting the dancehall topology results in a large number of small banks, each characterized by small response latencies. Moreover, as banks are small, NoC links are short because they have to surround cache banks. Thus they are characterized by a limited link traversal delay. Instead, with the tiled organization, there is a small number of greater and slower banks. Links are longer since they surround the entire tile, and consequently, their traversal delay is higher. Consequently, a request to any nonlocal slice traverses a small number of higher cost network hops.

Adopting a tiled topology will increase scalability at the cost of high cache access due to huge cache slice and high network hop traversal cost. Instead, adopting a dancehall topology minimizes the latency of each
NUMA Caches. Fig. 4 NUMA based CMP systems adopting the *dancehall* topology, with 8 cpus with private L1 caches, and a shared L2 NUMA cache made of 16 × 16 banks. All the cpus, together with their private caches, can be plugged at the same side of the NUCA (a), or at two opposite sides (b)
NUMA Caches. Fig. 5 A NUCA-based CMP system adopting the tiled topology, with 16 CPUs with private L1 cache, and a shared NUCA cache composed by 16 slices, one for each tile.

Coherency in CMP Systems Adopting NUMA Caches

In a CMP system, private cache levels must be kept coherent. Given that NUMA LLC adopt a communication fabric which does not guarantee sequencing of coherence traffic (e.g., the NoC), a directory-based coherence protocol, similarly to the ones proposed for classical DSM systems, must be adopted. The directory is a node of the system that tracks which of the private caches hold a copy of each block. In CMP systems with NUMA LLC, the directory can be centralized or distributed.

A centralized directory is a monolithic node of the system separated from the remaining nodes. This solution presents some scalability issues because all the nodes must access it to guarantee the correctness of memory operations. When the number of such nodes increases, then directory contentions increase as well, resulting in higher response time and thus affecting performance.

The distributed directory is typically implemented inside each NUMA cache bank. Directory information is stored near the TAG field of each cached block, using some specific status bits. As a consequence, directory accesses are distributed among all banks and, when a miss in the last private level cache occurs, an unique access is used to retrieve both the block and the directory information.

Mapping Policies

Also for the NUMA cache in CMP systems, the two possible mapping policies are static and dynamic. Due to the presence of many traffic sources, in both cases the NoC traffic increases proportionally to the increase in the number of cores per chip. At the same time, the contention of shared blocks introduces new phenomena that are strictly tied to both the mapping policy and the topology.

Static Mapping

Static mapping has been adopted both in the tiled [11] and in the dancehall [8, 9, 12] designs. The static mapping associates each memory address to a single cache bank, which is able to satisfy both read/write and coherence requests coming from any of the private next-level cache.

The path that request and coherence messages have to traverse to reach the interested bank depends on the respective position of requestor and bank. If the bank is far from the requestor, the message has to traverse many network hops before reaching the bank. If the bank is close to the requestor, the network path will be short. As the bank to be accessed is chosen basing on the block address, the banks that a processor accesses depend on how the working set of the running process/thread is mapped on memory, i.e., which are the physical addresses that are accessed. So, if the running process/thread's working set is mapped to remote banks, then the cache access latency will be high; otherwise it will be small. Consequently, both topology aspects and memory mapping rules contribute in affecting or enhancing overall performance.
Dynamic Mapping

Block migration can be used to improve performance also in CMP systems with a NUMA LLC. *Dancehall* [4, 5, 7, 10, 12] and *tiled* [11–13] designs have been proposed in which cache blocks are able to move among banks aiming to reducing response latency.

As for the *dancehall* case, the design results in a D-NUCA similar to the single core case. Also in this context, the shared D-NUCA is usually considered as partitioned in many banksets, and cache blocks are able to migrate among banks belonging to the same bankset [4, 5, 8–10]. In the systems shown in Fig. 4a and b, banksets are represented by the rows of the NUCA bank matrix. If D-NUCA succeeds in bringing the most frequently accessed blocks near to the referring cpu(s), overall performance will be boosted. However, the performance gain that could be obtained with migration comes with some design issues, as in a CMP, and there are many traffic sources that complicate the managing of the block migration process.

Blocks that are shared by two or more threads can be accessed by different nodes if the sharers are running on different cpus. This is not necessarily a disadvantage but depends on the overall system topology. By considering the system of Fig. 4a, all the cpus are placed at the same D-NUCA side, all the blocks migrate toward the same direction because the faster way is the same for all cpus. Instead, in the system of Fig. 4b, the fastest way for half of the cpus is the slowest for the others, and vice versa. If the sharers are running on cpus plugged at opposite D-NUCA sides, shared blocks will alternatively migrate in both directions, and none of the cpus will succeed in bringing such blocks in the respective faster way. This phenomenon is known as conflict hit, and if not properly managed, reduces the performance gain deriving from block migration.

Another design issue of D-NUCA CMP systems regards the initial placement of a new block after a cache miss (i.e., choosing which bank of each bankset will store incoming blocks). Considering the *dancehall* configuration of Fig. 4a, choosing the fastest way as the block entry point would interfere with most referred blocks, and similar considerations can be done as in the single core case. Instead, for the system shown in Fig. 4b, the farthest way for half of the cpus is the closest for the other half, so blocks loaded by half of the cpus would interfere with most frequently used blocks of the other half. Consequently, a possible trade-off could be choosing the initial placement in the central banks.

Alternative schemes, for both the *dancehall* and *tiled*, have been proposed [11, 12], in which blocks are initially placed near the first requestor and stays there until a different cpu requests the block. In this case, the block migrates toward a bank (or a slice) that is determined according to its memory address basing on a static mapping policy. On subsequent requests, the block is not further moved. Dually, migration schemes have been proposed so that blocks are initially placed basing on their memory address and subseq- uently migrated basing on the position of the referring cpu [13].

Dynamic block movement designs must face the *false miss* problem. This is a particular race condition that can occur when a subsequent access to a migrating block arrives when the block is still on-the-fly. A block migration involves two banks: the *source* and the *destination*. If the new request is received by the *source* after the block has been sent and by the *destination* before the migrating block has arrived, both the accesses will result in a miss; actually, the block is present in cache and must not be retrieved by the next level memory. That has two disadvantages: (1) affect performance because off-chip accesses are always more expensive than cache accesses; (2) the correctness of memory operations is affected as there would be two (or more) unmanaged copies of the same block. Techniques for resolving such problem have been proposed, for example, a directory holding all the cached block addresses can be accessed in order to rec- ognize false misses [5], or a specific false miss avoidance algorithm can be designed [10].

Research Directions

Promising lines of studies for NUMA caches are:

1. Power-consumption saving techniques. While being able to reduce wire-delay effects, NUCA caches still suffer of another typical problem of nanometers technologies: the static power consumptions due to the increase of leakage currents. Besides, due to the additional NoC traffic and bank access, D-NUCA exhibit an increase also in the dynamic power con-sumption [14]. Even if NUCA caches are made up of...
traditional cache banks, the direct adoption of well-known techniques like, for example, drowsy memories and decay cache lines, may not be effective particularly in D-NUCA because of the data movement that modify bank access pattern. An alternative proposed technique [15, 16] exploits different usage of banks due to block migration to power-gate farther and less used banks, and has been introduced for both the single-core case and the CMP environment in which all the cpus are connected to the same cache side. However, when cpus are distributed around more NUCA sides due to the problems that arise in D-NUCA based CMP systems, the concept of farthest banks is ambiguous and has to be redefined; thus the raw application of such technique is no longer possible.

2. Performance improvement via remapping policies. Memory remapping at compile time is traditionally used to improve cache memory performance, in particular for reducing conflict misses. In the context of NUCA caches, similar techniques can be used also for placing data block in banks (or banksets) that reduce their average access latency [17]. Typical samples of used metrics in mapping policies are the data usage frequency and their being shared or private. Remapping can be implemented also via hardware, for example, by designing specific protocols that dynamically change the hosting bank (in the case of S-NUCA, similarly to [12]) or bankset (in the case of D-NUCA).

3. Efficient block migration schemes are an open issue for CMP caches. Generational promotion schemes as in the case of single-core D-NUCA are effective in dancehall systems in which cores are all plugged at the same cache side. In all the other cases, such simple schemes are no longer effective due to the conflict hit problem that can arise on shared data. Alternative solutions are likely to take into account the position of cores that share a specific block in order to migrate it in a position that optimizes overall performance (similarly to [13]). Moreover, blocks replication could be evaluated as a viable solution to the conflict hit problem so that each copy can migrate toward a specific requestor. Such scheme must take care of the need of each application. In fact, while the convenience of replicating Shared-Read-Only block is obvious, there may be classes of application, in which replicating also Shared-Read-Write blocks can contribute in improving performance.

Related Entries

- Cache Coherency
- Interconnection Networks/Topology/Routing
- Memory Models
- Memory Wall
- Network On Chip
- Shared Memory Multiprocessor
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The first NUCA cache architecture was proposed in [2], and demonstrates that a dynamic NUCA structure achieves an IPC 1.5 times higher than a traditional Uniform Cache Architecture (UCA) when maintaining the same size and manufacturing technology. Leveraging on alternatives data mapping policies, NuRapid [4] and Triangular D-NUCA cache [6] have been proposed as alternative designs for NUCA architectures in order to optimize the trade-off between area occupation and performance. An energy model for NUCA architecture is proposed in [14] together with an energy/performance trade-off evaluation for NUCA and its comparisons with UCA. The Way Adaptable D-NUCA architecture is proposed in [15, 16] shows that it is possible to dynamically adapt the cache size to the application needs, thus consistently reducing NUCA static power consumption while marginally affecting the performances. The impact of NoC elements parameters on NUCA performances have been analyzed in [18, 19]. The same work proposes an alternative design for NUCA caches that relaxes the constraints imposed on network routers latency by clustering multiple banks around each router.

In the context of on-chip multiprocessors, the behavior of D-NUCA as shared L2 caches has been analyzed in [4, 5, 7]; these works evaluate the performance of different data mapping and migration policies. Topology studies for S-NUCA and D-NUCA, related to the dancehall configurations, can be found in [8–10]. These works also propose a directory coherence protocol specifically suited for CMP NUCA environment and a solution to some design issue of block migration.
policies in D-NUCA-based CMP systems. The analysis in [11] is based on the tiled architecture, and studies also an intelligent block placement, while in [12] is proposed a scheme called SP-NUCA in which private blocks are dynamically recognized and then stored in S-NUCA banks that are very close to the owner. The system proposed in [13] is based on a tiled architecture and implements a migration mechanism that places blocks in slices depending on the sharers’ position.
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